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Global stability analysis using the

eigenfunctions of the Koopman operator

Alexandre Mauroy and Igor Mezić

Abstract

We propose a novel operator-theoretic framework to study global stability of nonlinear systems.

Based on the spectral properties of the so-called Koopman operator, our approach can be regarded as a

natural extension of classic linear stability analysis to nonlinear systems. The main results establish the

(necessary and sufficient) relationship between the existence of specific eigenfunctions of the Koopman

operator and the global stability property ofhyperbolicfixed points and limit cycles. These results are

complemented with numerical methods which are used to estimate the region of attraction of the fixed

point or to prove in a systematic way global stability of the attractor within a given region of the state

space.
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I. INTRODUCTION

Dynamical systems are traditionally described with their trajectories evolving in a finite-

dimensional state space. In contrast to this pointwise description, there exists an alternative

operator-theoretic description: the systems can be represented by an operator acting on an

infinite-dimensional space of functions. For instance, theso-called Koopman operator describes

the evolution of observable functions along the trajectories (see e.g. [1], [16] for a review). One
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iteration of the Koopman operator acting on one observable is equivalent to an iteration along all

the trajectories of the system. Hence the operator-theoretic description provides a global insight

into the system dynamics which is appropriate for global stability analysis.

The operator-theoretic approach to nonlinear systems is used implicitly in classical methods for

global stability analysis. In particular, Lyapunov’s second method does not rely on the pointwise

description of the system but rather on the operator-theoretic framework.A Lyapunov function

is indeed a particular observable function that decreases through the action of the Koopman

operator. In addition, the counterpart method based on densities—proposed only a few years ago

in [20]—is directly related to the dual operator (i.e. the Perron-Frobenius operator [10])—which

is known for decades. In this context, it is surprising that explicit operator-theoretic techniques for

stability analysis have only been developed recently [19],[23]. Equivalent optimization methods

on occupation measures (i.e. in the dual Perron-Frobenius framework) for region of attraction

estimation are also very recent [8].

The Koopman operator theory provides a well-developed framework for the study of dynamical

systems. Even when associated with nonlinear dynamics, theKoopman operator is linear (but

infinite dimensional) and thus amenable to a systematic spectral analysis which reveals the

system behavior. More precisely, its spectral properties are strongly connected to the geometric

properties of the system dynamics: the Koopman eigenfunctions capture periodic partitions in

ergodic systems [15], isochrons [12] and isostables [14] indissipative systems, and are related

to the global linearization of the system [9]. Moreover, this spectral approach is conducive to

data analysis and has for instance been used recently to predict instabilities in power grids [22].

However, in spite of its success, a theoretical framework based on the spectral properties of the

Koopman operator has received so far little attention in thecontext of global stability analysis.

Building on preliminary results presented in [13], this paper investigates the interplay between

the global stability properties of a nonlinear system and the spectral properties of the associated

Koopman operator.The proposed framework is very general, but we mainly focus on the

global stability analysis of hyperbolic attractors, obtaining in this case necessary and sufficient

conditions which rely on the existence of specific Koopman eigenfunctions.These results mirror

classic stability results of linear systems (or equivalently local stability results of nonlinear

systems). While our previous work [13] focuses on the case ofa hyperbolic fixed point, we

also consider the case of ahyeprboliclimit cycle, exploiting the fact that the proposed operator-
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theoretic approach is general and does not require specific assumptions on the nature of the

attractor.

New numerical methods are also developed for the computation of the Koopman eigenfunc-

tions. In contrast to existing methods (e.g. Fourier/Laplace averages [14], [15], [17], Arnoldi-type

methods [21]), the numerical schemes proposed in this paperdo not require the integration of

(a finite number of) particular trajectories, so that they can be used as systematic methods for

global stability analysis and estimation of the basin of attraction. These numerical techniques

are based on the decomposition of the eigenfunctions on a polynomial basis. Complementing a

previous method using Taylor polynomials [13], we propose anovel method based on Bernstein

polynomials which can be used when the eigenfunctions are not analytic.

The paper is organized as follows. In Section II, the operator-theoretic framework is introduced

and general stability results using the Koopman operator are provided. Section III investigates

the relationship between the spectral properties of the Koopman operator and the global stability

properties of the system.A general stability result is given and then applied to hyperbolic fixed

points and limit cycles. In Section IV, numerical methods using either Taylor polynomials or

Bernstein polynomials are developed and illustrated with several examples. Concluding remarks

are given in Section V.

II. PRELIMINARY STABILITY RESULTS WITH THE KOOPMAN OPERATOR

This section introduces the operator-theoretic frameworkand, as a preliminary to the main

results, presents general stability results related to theasymptotic behavior of the Koopman

operator.Most of the results and concepts can also be found in [13].

A. Operator-theoretic approach to dynamical systems

We consider a flowϕ(t, x) on an arbitrary setX—i.e.ϕ : R×X → X satisfies the (semi)group

propertiesϕ(0, x) = x andϕ(s, ϕ(t, x)) = ϕ(s+ t, x)—and a (Banach) spaceF of observables

f : X → C. We assume that the observables are continuous, i.e.F ⊆ C0(X). The so-called

Koopman operator associated withϕ is defined onF as follows.

Definition 1 (Koopman operator). The Koopman (semi)group of operatorsU t : F → F
associated with the flowϕ is defined by

U tf = f ◦ ϕt f ∈ F . (1)
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No specific assumption on the flowϕ or on the setX is needed to define the Koopman

operator. For instance,ϕ might be induced by a well-defined hybrid system. In the following,

the setX ⊂ RN is assumed to be compact and forward invariant underϕt(·) , ϕ(t, ·) (i.e.

ϕt(X) ⊆ X ∀t ≥ 0). In addition, we will consider that the flow is induced by thedynamical

system

ẋ = F (x) , x ∈ R
N , (2)

i.e. ϕt(x0) is the solution of (2) associated with the initial conditionx0 ∈ RN . If in addition f

andF are continuously differentiable,g(t, x) = U tf(x) is the solution of the partial differential

equation (see e.g. [10])
∂g

∂t
= F · ∇g , LUg (3)

with the initial conditiong(0, x) = f(x). The symbol∇ denotes the gradient and· is the inner

product inRN . The operatorLU is the infinitesimal generator ofU t, i.e. LUf = limt→0(U
tf −

f)/t. No boundary condition is added to (3) sinceX is forward invariant.

The (infinite-dimensional) Koopman operator representation (1) is equivalent to the (finite-

dimensional) system representation (2). But a remarkable fact is thatU t(af1 + bf2) = aU tf1 +

bU tf2, with f1, f2 ∈ F anda, b ∈ R, so that the Koopman operator islinear even when (2) is

nonlinear.

Duality and Perron-Frobenius operator:According to the theory of linear operators on

Banach spaces, the Koopman operatorU t has a dual operatorP t which acts on the conjugate

spaceF ′ of bounded linear functionalsψ on F , according to the relationshipP tψ = ψ ◦ U t.

SinceF ⊆ C0(X), each bounded linear functionalψ ∈ F ′ can be associated with a Radon

measure and the operatorP t equivalently acts on a space of measures. When the linear bounded

functionals (or equivalently the measures) can be associated with a densityρ ∈ F † : X → C

according to

ψ(f) = 〈f, ρ〉µ =

∫

X

f ρ µ(dx) ∀f ∈ F ,

whereµ onX is a given finite measure, the dual operatorP t can be redefined onF † and satisfies

〈U tf, ρ〉µ = 〈f, P tρ〉µ. In this case, the dual operatorP t is the so-called Perron-Frobenius

operator describing the transport of densities along the trajectories of the flowϕ.
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If the flow is induced by (2) and ifρ andF are continuously differentiable, the evolution of

the densityg(t, x) = P tρ(x) satisfies the transport equation (see e.g. [10])

∂g

∂t
= −∇ · (Fg) , LP g (4)

with the initial conditiong(0, x) = ρ(x). In contrast to the case of Koopman operator, proper

boundary conditions must be considered with (4).

B. First stability results

The Koopman operator and the Perron-Frobenius operator provide two equivalent descriptions

of the system (i.e. point-wise and set-wise descriptions) which can be related to well-known

notions of stability theory. For the system (2) admitting a globally stable fixed pointx∗ ∈ X,

a Lyapunov functionV can be regarded as a nonnegative observable that decreases through the

action of the Koopman operator, i.e.Lt
UV(x) < 0 for all x 6= x∗. Similarly, the more recent notion

of Lyapunov densityintroduced in [20] is a functionC1(X \ {x∗}) that satisfies∇ · (Fρ) > 0.

This precisely corresponds to a density that decreases under the action of the Perron-Frobenius

operator, i.e.Lt
Pρ(x) < 0 for all x 6= x∗ [19], [23].

The Perron-Frobenius approach—related to the Lyapunov density—is of particular interest

to capture the weaker notion of almost everywhere stability, instead of the classical notion of

stability. However, the spectral methods that we develop inthe next section are more suited to

the Koopman operator framework (see Remark 1 below), which we will exclusively consider in

the rest of the paper. The reader may wish to refer to [19], [23] for stability results obtained

with the Perron-Frobenius operator.

Definitions: At this point on we assume that the flowϕ admits an attractorA with global

stability properties onX.

Definition 2 (Attractor). The setA ⊂ X is an attractor of the flowϕt if it satisfies all of the

following properties:

1) A is forward invariant underϕt(·);
2) There exists a neighborhoodV ⊂ X of A such that the limit setω(x) of everyx ∈ V is
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in A, i.e.

ω(x) ,
⋂

T∈R

{ϕt(x), t > T} ⊆ A ∀x ∈ V ,

where denotes the closure of the set;

3) There exists no strictly smaller closed subset satisfying the above properties.

Definition 3 (Global stability). An attractor (or a set)A is

• stable if, for everyǫ > 0, there existsδ > 0 such that

min
y∈A

‖x− y‖ < δ , x ∈ X ⇒ min
y∈A

‖ϕt(x)− y‖ < ǫ ∀t ≥ 0 ;

• globally attractive inX if ω(x) ⊆ A for all x ∈ X;

• globally asymptotically stable if it is stable and globallyattractive.

Decomposition of the Koopman operator:As a preliminary to the main results of this

section, we introduce the subspaceFAc
⊆ F of functions with support onAc = X \ A, i.e.

FAc
= {f ∈ F|f(x) = 0 ∀x ∈ A} .

If x ∈ A, one hasϕt(x) ∈ A for all t ∈ R, so thatU tf(x) = f◦ϕt(x) = 0 for f ∈ FAc
andx ∈ A.

It follows thatFAc
is invariant underU t, and we denote byU t

Ac
the restriction ofU t to FAc

. Sim-

ilarly, we consider the setF|A of observables restricted toA, i.e.F|A = {f |A : A→ C|f ∈ F}.

Note that the extension̄f of f ∈ F|A to X, such thatf̄ = f onA and f̄ = 0 onAc, is generally

not in F ⊆ C0(X). The Koopman operatorU t
A : F|A → F|A is associated with the flow onA,

i.e. ϕ|A : R×A→ A, and is rigorously defined byU t
A(f |A) = f |A ◦ ϕt|A = (U tf)|A.

General stability results:Stability properties of the attractor are captured by the restriction

U t
Ac

of the Koopman operator. The result is summarized in the following proposition(see also

[13]).

Proposition 1. The attractorA of (2) is globally attractivein X if and only if

lim
t→∞

U t
Ac
f = 0 ∀f ∈ FAc

, (5)

with F = C0(X).
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Proof: Sufficiency.Consider the distance function

d(x) = min
y∈A

‖x− y‖ , x ∈ X .

The function is continuous and has zero value onA. Then, it follows from (5) thatlimt→∞ d(ϕt(x)) =

0. This implies that the limit setω(x) ⊆ A for all x ∈ X, so thatA is globally attractive.

Necessity.For f ∈ FAc
, we have

lim
t→∞

U t
Ac
f(x) = lim

t→∞
f ◦ ϕt(x) = f ◦ lim

t→∞
ϕt(x) ,

sincef is continuous. Globalattractivity implies thatω(x) ⊆ A for all x ∈ X and therefore

limt→∞ U t
Ac
f(x) = 0 for all x ∈ X.

The result of Proposition 1 is very general, since it makes noassumption on the type of

attractorA, which can even be a set of several attractors. In addition, the result holds not only

for flows induced by the dynamics (2) but also for any well-defined flow. An equivalent result

can also be obtained for exponential stability (see [13]).

III. K OOPMAN EIGENFUNCTIONS AND GLOBAL STABILITY

The results presented in Section II-B involve all the observables of the chosen functional

space and are therefore difficult to use in practice. In this section, we show that only a few

particular functions—i.e. the eigenfunctions of the Koopman operator—are sufficient to capture

the stability properties of the system.

A. Properties of the Koopman eigenfunctions

We define the eigenfunctions of the Koopman operator and summarize their main properties

(see also [15], [16], [13]).

Definition 4 (Koopman eigenfunction). An eigenfunction of the Koopman operator (or in short,

a Koopman eigenfunction) is an observableφλ ∈ F 6= 0 that satisfies

U tφλ = eλtφλ (6)

for someλ ∈ C. The valueλ is the associated Koopman eigenvalue and belongs to the point

spectrum of the operator.
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If F ∈ C1(X), it follows from (3) that the Koopman eigenfunctions satisfy the eigenvalue

equation

LUφλ = F · ∇φλ = λφλ . (7)

Remark 1. Koopman eigenfunctions are smooth in the vicinity of the attractor, a property which

contrasts with the case of the dual Perron-Frobenius operator. Indeed, the eigenfunctions of the

Perron-Frobenius operator are Dirac functions (ornth derivative of Dirac functions) with support

on the attractor and it can be shown that each of these only captures local information of the

dynamics. In the context of global stability analysis, it istherefore much more appropriate to

consider the eigenfunctions of the Koopman operator.

Koopman eigenfunctions and eigenvalues are characterizedby the following property.

Property 1. Suppose thatφλ1 and φλ2 are two Koopman eigenfunctions associated with the

eigenvaluesλ1 and λ2. If φk1
λ1
φk2
λ2

∈ F , with k1, k2 ∈ R, then it is an eigenfunction associated

with the eigenvaluek1λ1 + k2λ2.

Proof: It follows from (6) that

U t(φk1
λ1
φk2
λ2
) = U tφk1

λ1
U tφk2

λ2
= (U tφλ1)

k1 (U tφλ2)
k2 = e(k1λ1+k2λ2)tφk1

λ1
φk2
λ2
.

Property 1 implies that, as soon as there is1, there is an infinity of Koopman eigenfunctions

(however, they could be dependent). Also, it follows from Property 1 that the productsφki
λi
φ
kj
λj

,

with ki = λj and kj = −λi, satisfy (6) withλ = 0. (They are eigenfunctions only if they

belong toF .) These functions are constant along the trajectories, so that their level sets are

invariant underϕ. If one considers the non-degenerate intersections of the level sets ofN − 1

such (independent) functions, we obtain a family of one-dimensional sets that correspond to the

orbits of the system. This property shows that the Koopman eigenfunctions are directly related

to the dynamics of the systems. More precisely, knowing themis equivalent to knowing the

trajectories of the system.

The following property shows that the set of eigenfunctionscan be decomposed in two subsets.

Only one of these subsets is related to the stability properties of the system.
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Property 2. Suppose thatA is globally stable onX. If F ⊆ C0(X), the Koopman eigenfunctions

φλ and their associated eigenvaluesλ satisfy

φλ ∈ FAc
⇔ ℜ{λ} < 0 , (8)

φλ /∈ FAc
⇔ ℜ{λ} = 0 . (9)

Moreover, ifφλ ∈ FAc
, then it is also an eigenfunction of the restrictionU t

Ac
, associated with

the same eigenvalue. Ifφλ /∈ FAc
, then the restrictionφλ|A of φλ to A is an eigenfunction of

U t
A, associated with the same eigenvalue.

Proof: 1. φλ ∈ FAc
⇒ ℜ{λ} < 0. The property directly follows from Proposition 1.

2. ℜ{λ} < 0 ⇒ φλ ∈ FAc
. Consider a pointxω ∈ A. There exists a statex ∈ X such that

xω ∈ ω(x), or equivalently there exists a sequencetk such thattk → ∞ andϕtk(x) → xω as

k → ∞. Then, the continuity ofφλ and (6) imply that

φλ(xω) = φλ

(

lim
n→∞

ϕtk(x)
)

= lim
k→∞

φλ(ϕ
tk(x)) = 0 . (10)

3. φλ /∈ FAc
⇔ ℜ{λ} = 0. Suppose that there exists an eigenfunction which satisfiesℜ{λ} > 0.

According to (6), we have

φλ

(

lim
t→∞

ϕt(x)
)

= lim
t→∞

eλtφλ(x) = ∞

for somex such thatφλ(x) 6= 0. The eigenfunctionφλ is not bounded onA, which contradicts

the continuity assumption. It follows that the eigenvaluesalways satisfyℜ{λ} ≤ 0, so that (9)

is equivalent to (8).

4. The fact thatφλ ∈ FAc
is an eigenfunction ofU t

Ac
is trivial sinceFAc is invariant underU t.

The fact thatφλ|A is an eigenfunction ofU t
A follows from U t

A(φλ|A) = (U tφλ)|A = eλtφλ|A.

The eigenfunctionsφλ that do not belong toFAc
are associated with purely imaginary eigen-

values and provide no information on stability. Instead, they are related to the dynamics on the

attractorA. More precisely, their restrictionsφλ|A ∈ L2(A) are the eigenfunctions ofUA, which

is a unitary operator describing the ergodic behavior of thetrajectories onA. In addition, the

level sets ofφλ are the sets of initial conditionsconverging to the same trajectoryon the attractor.

They are closely related to the notion of periodic invariantsets [15] and to theisochronsdefining

phase coordinates on the state space [12].

In contrast, the eigenfunctionsφλ that belong toFAc
are associated with eigenvaluesℜ{λ} 6=

0 and capture the stability properties of the system. They arealso the eigenfunctions of the
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restrictionUAc
, a property which is in agreement with the results of SectionII-B showing that

UAc
plays a key role for stability analysis. The level sets of|φλ| are related to the notion of

isostables, i.e. the sets of initial conditions that converge synchronously toward the attractor [14].

Remark 2 (Space of observables). It has been shown recently in [17] that an appropriate

space of observables—for which the Koopman operatoradmits a spectral expansion(in the

case of stable fixed points and limit cycles)—is(the completion of) a space of polynomials

with indeterminates being coordinates corresponding to stable directions of the attractor and

with coefficients being observables defined on the attractor. For the sake of simplicity (and for

practical reasons), we consider in this paper more general spaces (e.g.C0(X), C1(X)) in which

the operator might notadmit a spectral expansion, but which still ensure that the eigenfunctions

capture the required stability properties of the system. Inaddition, the results of [17] motivate

the choice of a polynomial basis for the numerical simulations proposed in Section IV.

Remark 3 (Continuous and regular spectrum). For our purpose, we only need to consider the

point spectrum of the Koopman operator. In well-chosen spaces of observables, the continuous

and residual parts of the spectrum are empty with most of the types of hyperbolicattractors

(fixed point, limit cycle, quasiperiodic tori, see e.g. [5],[6], [14], [17]). For chaotic systems,

these parts correspond to the ergodic dynamics on the strange attractor, therefore carrying no

information on stability.When the attractor is not hyperbolic, a non empty continuousspectrum

is also observed with the space of analytic functions (see e.g. [5]). In this case, the associated

(non-analytic) generalized eigenfunctions can be used forstability analysis (see also Remark 7).

B. Main results

As suggested by Property 2, the eigenfunctions lying inFAc
(i.e., associated withℜ{λ} < 0)

can be used for the global stability analysis of the attractor. We have the following general result.

Theorem 1. Suppose thatX is a forward invariant compact set and that the Koopman operator

U tf = f ◦ ϕt admits an eigenfunctionφλ ∈ C0(X) with the eigenvalueℜ{λ} < 0. Then the

zero level set

M0 = {x ∈ X|φλ(x) = 0}

is forward invariant underϕt and globally asymptotically stable.
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Proof: Invariance.We define the set

Λα = {x ∈ X | |φλ(x)| < α}

for someα > 0. For x ∈ Λα, we have|φλ(ϕ
t(x))| = eℜ{λ}t|φλ(x)| < α for all t > 0, so that

φt(x) ∈ Λα for all t ≥ 0. In particular,M0 = Λα=0 is forward invariant.

Stability.For someǫ > 0, consider the set

Nǫ = {x ∈ X| min
y∈M0

‖x− y‖ < ǫ} .

By continuity ofφλ and sinceφλ(x) = 0 for all x ∈M0, there existα > 0 andδ > 0 such that

Nδ ⊂ Λα ⊂ Nǫ. SinceΛα is forward invariant, we have

x ∈ Nδ ⇒ x ∈ Λα ⇒ ϕt(x) ∈ Λα ⇒ ϕt(x) ∈ Nǫ ∀t ≥ 0

andM0 is stable.

Global attractivity.Sinceℜ{λ} < 0, the equality (6) implies thatlimt→∞ φλ(ϕ
t(x)) = 0 ∀x.

Sinceφλ is continuous, (10) holds so that the limit set of every trajectory is contained inM0.

This concludes the proof.

The proof of the stability property is inspired from the proof of the Krasovskii-LaSalle

principle (see e.g. [7]). The main difference is that the differentiability of the eigenfunctions

is not required here since we knowa priori that these eigenfunctions are decreasing (and

asymptotically converge to zero) along the trajectories. Also, the result holds withX = RN

provided thatlim‖x‖→∞ |φλ(x)| 6= 0.

Theorem 1 implies the following corollary.

Corollary 1. Suppose thatX is a forward invariant compact set and that the Koopman operator

U tf = f ◦ ϕt admits the eigenfunctionsφλi
∈ C0(X) with the eigenvaluesℜ{λi} < 0, i =

1, . . . , m. Then the intersection of the zero level sets

M =
m⋂

i=1

{x ∈ X|φλi
(x) = 0}

is invariant underϕt and globally asymptotically stable.

Proof: Invariance and global attractivity.Let M i
0 denote the zero level set ofφλi

. Theorem

1 implies thatM i
0 is forward invariant and contains the limit setsω(x) for all x ∈ X. Then,
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M = ∩iM
i
0 is also forward invariant and contains the limit setsω(x) for all x ∈ X.

Stability.For someǫ > 0, it is clear that there existsǫ′ ≤ ǫ such that

min
y∈M i

0

‖z − y‖ < ǫ′ ∀i ∈ {1, . . . , m} ⇒ min
y∈∩iM i

0

‖z − y‖ < ǫ . (11)

Moreover, Theorem 1 implies that, for someǫ′ > 0, there existsδ > 0 such that

min
y∈∩iM i

0

‖x− y‖ < δ ⇒ min
y∈M i

0

‖x− y‖ < δ ⇒ min
y∈M i

0

‖ϕt(x)− y‖ < ǫ′ ∀t ≥ 0 (12)

for i = 1, . . . , m. The proof follows from (11) withz = ϕt(x) and (12).

According to Proposition 2, the eigenfunctions consideredin Corollary 1 are zero on the

attractor and it follows thatA ⊆M . In order to prove the stability ofA, several eigenfunctions

are required so that the intersections of their zero level sets satisfyM = A (typically N − q

eigenfunctions if the attractor is of dimensionq). It is noticeable that, despite the fact that

the Koopman operator is infinite-dimensional, only a (small) finite number of eigenfunctions is

sufficient to establish global stability of the attractor.

Remark 4 (Stable and unstable manifolds). If A is an invariant manifold but not an attractor, it

is obviously not possible to obtainM = A, whereM is the intersection of the zero level sets of

all the eigenfunctions that correspond to an eigenvalue with a strictly negative real part. In this

case, the smallest setM is the unstable manifold ofA, and the intersectionMs of the zero level

sets of the eigenfunctionsφλi
, with ℜ{λi} > 0, is the stable manifold ofA. For the Koopman

operator acting on the space of functionsf |Ms
restricted toMs, one can find an intersection

of zero level sets of eigenfunctionsφλi
|Ms

, with ℜ{λi} < 0, that is equal toA. In this case,

Corollary 1 implies thatA is globally stable inMs (i.e. under the flowϕt|Ms
).

Remark 5 (Compact forward invariant set). The result of Corollary 1 can also be used when

X is not compact forward invariant (or when this cannot be proved). If the (compact) set

X0 =

m⋂

i=1

{x ∈ X||φλi
(x)| < αi}

satisfiesX0 ∩ ∂X = ∅ (with appropriate valuesαi) where∂X is the boundary ofX, then it

is a (compact) forward invariant set. In this case, Corollary 1 implies global stability inX0.
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Note that compact forward invariant sets are also given by the level sets of Lyapunov functions

derived from the Koopman eigenfunctions (see Section III-B1).

In the following, the general result of Theorem 1—and in particular Corollary 1—is applied

to study the stability of particular attractors, such ashyperbolicfixed points and limit cycles.

For these cases, we show that the local stability property ofthe attractors is extended to a global

stability property through the Koopman eigenfunctions.

1) The case of ahyperbolicfixed point:When the attractor is a fixed point, the point spectrum

of the Koopman operator captures the eigenvalues of the Jacobian matrixJ evaluated at the fixed

point. The corresponding eigenfunctions are used with Corollary 1 and lead to a necessary and

sufficient criterion for global stability.

Proposition 2. Let X ⊂ RN be a connected, forward invariant, compact set. Consider that (2)

with F ∈ C2(X) admits a fixed pointx∗ ∈ X and assume that the Jacobian matrixJ of F at x∗

hasN distinct eigenvalues with strictly negative real part. Then, the fixed point x∗ is globally

stable inX if and only if the Koopman operator associated with(2) has N eigenfunctions

φλi
∈ C1(X) (with distinct eigenvaluesλi), with ℜ{λi} < 0 and∇φλi

(x∗) 6= 0. In addition, the

eigenvaluesλi are the eigenvalues ofJ .

Proof: Sufficiency.Consider the first order Taylor approximations

φλi
(x) = φλi

(x∗) +∇φλi
(x∗)(x− x∗) + o(‖x− x∗‖)

and

F (x) = J(x− x∗) + o(‖x− x∗‖) .

(Note thatφλi
(x∗) = 0, according to Property 2.) Injecting these two approximations into (7)

and consideringx − x∗ = ‖x − x∗‖eX , whereeX is the unit vector in the direction ofx − x∗,

we obtain to first order (i.e. by taking‖x− x∗| → 0)

(JeX) · ∇φλi
(x∗) = λi∇φλi

(x∗)eX .

This equation is valid for everyeX , i.e. every unit vector, so that we get

JT∇φλi
(x∗) = λi∇φλi

(x∗) . (13)
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Since ∇φλi
(x∗) 6= 0, the Koopman eigenvalue is an eigenvalue of the Jacobian matrix J .

Moreover,∇φλi
(x∗) is equal (up to a multiplicative constant) to the left eigenvectorwi of J ,

or equivalentlyℜ{∇φλi
(x∗)} andℑ{∇φλi

(x∗)} (whenλi is complex) are respectively parallel

to ℜ{wi} and ℑ{wi}. Thus the zero level sets ofℜ{φλi
} andℑ{φλi

} are tangent atx∗ to a

hyperplane whose normal isℜ{wi} andℑ{wi}, respectively. Since theN eigenvectorsℜ{wi}
andℑ{wi} (here we use a shorthand, the imaginary part could be zero) are independent, the

intersection in a small neighborhoodV of x∗ of the zero level sets of theN different functions

ℜ{φλi
} andℑ{φλi

} can only bex∗ (to prove by contradiction, just take a sequence of points

{xi} in a nested sequence of neighborhoodsVi such thatℜ{φλi
(xi)} = 0 andℑ{φλi

(xi)} = 0,

for every i. By taking the limit of along that sequence, it is easy to see that gradients must be

dependent.)

Next, we show that the zero level sets cannot have another intersection inX. Suppose that

there is another intersection. This must be a part of anotherinvariant set which is not connected

to the fixed point. Therefore, the boundary∂Ω of the basin of attractionΩ of x∗ has a non

empty intersection withX, sinceX is a connected set. Moreover, sinceX is forward invariant,

∂Ω ∩X is also forward invariant and contains the limit sets of its trajectories. Consider a point

xω ∈ ∂Ω ∩ X that belongs to a limit set. By definition and continuity of the eigenfunctions,

we haveφλi
(xω) = 0 ∀i (see (10)). Also, for any arbitrarily small neighborhoodVǫ of xω and

for all xǫ ∈ Vǫ ∩ Ω, there exist a pointxV ∈ V with xV 6= x∗ and a constantT > 0 such that

ϕ−T (xV ) = xǫ. There is at least one eigenfunction that satisfies|φλi
(xV )| = C > 0, sincex∗

is the only intersection inV of the zero level sets of theN eigenfunctions. Equivalently we

have|φλi
(xǫ)| = C exp(−ℜ{λi}T ) > 0. Therefore,φλi

is not continuous inVǫ ⊂ X, which is a

contradiction.

Finally, sinceℜ{λi} < 0, the result follows from Corollary 1 withM = {x∗}.

Necessity.(The proof is inspired from results presented in [9].) Sincethe fixed point is globally

stable inX, it follows from Theorem 2.3 in [9] that there exists aC1 diffeomorphismy = h(x)

such thatẏ = J y, h(x∗) = 0, and the Jacobian matrix ofh at 0 satisfiesJh = I. For this linear

system, there existN distinct Koopman eigenfunctions̃φλi
(y) = y · wi that are associated with

the eigenvalues ofJ (see e.g. [14], [16]). It follows that the Koopman operator of (2) hasN

C1 eigenfunctions of the formφλi
= φ̃λi

◦ h (with the same eigenvalues). Moreover, we have

∇φλi
(x∗) = JT

h wi = wi 6= 0. This concludes the proof.
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Proposition 2 can be interpreted as the global equivalent ofthe well-known local stability result

for a fixed point. While local stability depends onN eigenvalues of the Jacobian matrix, global

stability depends onN C1 Koopman eigenfunctions (associated with the same eigenvalues).

The support of these particular eigenfunctions corresponds to the basin of attraction of the

fixed point. Note also that the condition∇φλ(x
∗) 6= 0 is necessary to rule out the Koopman

eigenfunctions of the formφk1
λ1
· · ·φkN

λN
(see Property 1), which are redundant with respect to the

basic eigenfunctionsφλi
.

Remark 6 (Linear systems). In the case of a linear systeṁx = Ax, the eigenfunctionsare

given byφλi
(x) = x · wi wherewi is a left eigenvector ofA. They satisfyφλi

∈ C1(RN ) and

∇φλi
(x∗) = wi 6= 0, so that Proposition 2 only requiresℜ{λi} < 0. We recover the usual

stability criterion for (global) stability of linear systems.

Remark 7 (Non hyperbolic case). The result of Proposition 2 cannot be used when the fixed

point is not hyperbolic (i.e. the Jacobian matrixJ has at least one eigenvalueℜ{λi} = 0). In this

case, the Koopman operator does not possessN eigenfunctions that satisfy the assumptions of

Proposition 2 (i.e.ℜ{λ} < 0 and∇φλ(x
∗) 6= 0). However, the operator has a continuous spectrum

with eigenvalues satisfyingℜ{λ} < 0 (see [5]), so that Theorem 1 can be used. For instance, the

systemẋ = −x3 admits a continuous (generalized) eigenfunctionφλ(x) = exp(−1/(2x2)) with

the associated eigenvalueλ = −1, and Theorem 1 implies global stability of the (non hyperbolic)

fixed point at the origin. Note thatdnφλ/dx
n(0) = 0 for all n ∈ N so that the eigenfunction is

not analytic.

For the sufficiency part of Proposition 2, the assumptions onthe eigenvalues of the Jacobian

matrix are actually not required. We have the following Corollary.

Corollary 2. Let X ⊂ RN be a connected, forward invariant, compact set and considerthat

(2) admits a fixed pointx∗ ∈ X. If there existN Koopman eigenfunctionsφλ ∈ C1(X), with

ℜ{λ} < 0 and such that theN vectors∇φλ(x
∗) 6= 0 are linearly independent, thenx∗ is globally

asymptotically stable inX.

Proof: The result follows directly from Corollary 1 and from the proof of Proposition 2.
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The Koopman eigenfunctions considered in Proposition 2and Corollary 2yield the Lyapunov

functions [13], [14]

V(x) =
(

N∑

i=1

|φλi
(x)|p

)1/p

(14)

with the integerp ≥ 1. According to (6), these Lyapunov functions satisfyV(ϕt(x)) ≤ exp(ℜ{λ1}t)V(x)
for x ∈ X, whereλ1 is the eigenvalue closest to the imaginary axis. (Note that the Lyapunov

functions are not necessarily smooth.)This result can be used to define a (compact) set

Ωα = {x ∈ X|V (x) < α}

which is forward invariant ifΩα ∩ ∂X = ∅, where∂X is the boundary ofX. This is useful

when it cannot be shown thatX is forward invariant. In numerical simulations, the Lyapunov

function (14) can also be usedto estimate the basin of attraction or to check the accuracy of

the computations.

In addition, it is shown in [13], [14] that the eigenfunctions are related to (non-quadratic)

metrics that are exponentially contracting onX. These metrics could be considered through the

differential framework recently developed in [4].

2) The case of ahyperboliclimit cycle: When the attractor is a limit cycle, the point spectrum

of the Koopman operator captures the Floquet exponents. Thecorresponding eigenfunctions are

used with Corollary 1 and lead to a necessary and sufficient criterion for global stability. Note

that the point spectrum also contains imaginary eigenvalues of the formλ = ik2π/T , with k ∈ Z

and whereT is the period of the limit cycle, but the corresponding eigenfunctions are not related

to the stability of the system.

Proposition 3. Let X ⊂ R
N be a connected, forward invariant, compact set. Consider that (2)

with F ∈ C2(X) admits a limit cycleΓ ⊂ X and assume that the monodromy matrix evaluated

at somexγ ∈ Γ hasN−1 distincteigenvalues (Floquet exponents) with strictly negative real part

associated with (Floquet) eigenvectorsvi. Then, the limit cycleΓ is globally stable inX if and

only if the Koopman operator associated with(2) hasN − 1 eigenfunctionsφλi
∈ C1(X) (with

distinct eigenvaluesλi) with ℜ{λi} < 0, and such that∇φλi
is differentiable along the limit

cycle and satisfies∇φλi
(xγ) · vi 6= 0. In addition, the eigenvaluesλi are the Floquet exponents

of the limit cycle.
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Proof: Sufficiency.Since the limit cycle is hyperbolic, there exists aC2 local change of

coordinatesy = y(x) ∈ Rn−1, θ = θ(x) ∈ S1, such that the dynamics become

ẏ = G(y, θ) , θ̇ = ω (15)

in the neighborhoodV of the limit cycle. The level sets of theθ coordinate are the isochrons

and they coordinates are related to the directions transverse to thelimit cycle (i.e., tangent to

the isochrons). Moreover, we haveω = 2π/T whereT is the period of the limit cycle,y(x) = 0

for all x ∈ Γ, and without loss of generalityθ(xγ) = 0. The Koopman eigenfunctions̃φλi
related

to (15) satisfyφ̃λi
(y(x), θ(x)) = φλi

(x). Next, we consider the first order Taylor approximations

φ̃λi
(y, θ) = φ̃λi

(0, θ) +∇φ̃λi
(0, θ) y + o(‖y‖)

and

G(y, θ) = JG(θ) y + o(‖y‖) ,

where∇φ̃λi
= (∂φ̃λi

/∂y1, . . . , ∂φ̃λi
/∂yn1) and JG(θ) is the Jacobian matrix ofG for y = 0.

(Note thatφ̃λi
(0, θ) = 0, according to Property 2.) Injecting these two approximations into (7),

we obtain for the first order terms

JT
G(θ)∇φ̃λi

(0, θ) + ω
d∇φ̃λi

dθ
(0, θ) = λi∇φ̃λi

(0, θ) .

where the derivative of∇φ̃λi
(0, θ) is well-defined according to the assumption. The solution is

given by

∇φ̃λi
(0, θ) = Ψ(θ)∇φ̃λi

(0, 0) eλiθ/ω (16)

where the fundamental matrixΨ(θ) satisfiesΨ(0) = I and

dΨ

dθ
= − 1

ω
JT
G Ψ .

We remark that the differentiation ofΨ−1Ψ = I yields

dΨ−1

dθ
= −Ψ−1dΨ

dθ
Ψ−1 =

1

ω
Ψ−1JT

G

or equivalently
dΦ

dθ
=

1

ω
JG Φ (17)

with Φ = Ψ−T . We can rewrite (16) as

ΦT (θ)∇φ̃λi
(0, θ) = ∇φ̃λi

(0, 0) eλiθ/ω
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and forθ = 2π, we obtain

ΦT (2π)∇φ̃λi
(0, 0) = ∇φ̃λi

(0, 0) eλiT . (18)

Since the gradient satisfies∇φλi
(xγ) · vi 6= 0, it has a component tangent to the isochron, in the

transverse direction related toy, so that∇φ̃λi
(0, 0) 6= 0. The relationship (18) then implies that

exp(λiT ) is an eigenvalue of the monodromy matrixΦ(2π). It follows from (17) thatexp(λiT )

is a Floquet multiplier of the limit cycle, or equivalentlyλi is a Floquet exponent. In addition,

∇φ̃λi
(0, 0) is a left eigenvector ofΦ(2π), so that it is perpendicular toN − 2 Floquet vectors

vj , with j 6= i. Since the Floquet vectors are independent, the intersection in V of the zero level

sets of theN − 1 different eigenfunctionsφλi
can only beΓ, and there is no other intersection

in X. (A detailed proof is not repeated here but follows similar lines as the proof of Proposition

2.)

Finally, sinceℜ{λi} < 0, the result follows from Corollary 1 withM = Γ.

Necessity.(The proof is inspired from results presented in [9].) Sincethe limit cycle is globally

stable inX, it follows from Theorem 2.6 in [9] that (2) is conjugated to

ż = B z , θ̇ = ω (19)

through aC1 diffeomorphism(z, θ) = h(x) = (h1(x), h2(x)) such thath1(x) = 0 for all x ∈ Γ.

The eigenvalues of the(N − 1) × (N − 1) matrix B are theN − 1 stable Floquet exponents

λi. For (19), there existN − 1 Koopman eigenfunctions̃φλi
(z, θ) = z · wi, wherewi are the

left eigenvectors ofB, which are associated with the Floquet exponentsλi. It follows that the

Koopman operator of (2) hasN−1 C1 eigenfunctions of the formφλi
= φ̃λi

◦h, or equivalently

φλi
= h1(x) · wi (with the same eigenvalues). Moreover, using the chain rule, we have

∇φλi
(xγ) =

(

∇zφ̃λi
(h(xγ))

)T

Jh1(x
γ) +

∂φ̃λi

∂θ
(h(xγ))∇h2(xγ) = wT

i Jh1(x
γ) ,

whereJh1 is the Jacobian matrix ofh1 and with∇zφ̃ = (∂φ̃/∂z1, . . . , ∂φ̃/∂zN−1). It follows

that ∇φλi
(xγ) is a left eigenvector of the monodromy matrixJ−1

h1
(xγ)e2πB/ωJh1(x

γ) in the x

coordinates, so that it satisfies∇φλi
(xγ) · vi 6= 0. In addition, it is easy to see that, similarly to

(16), we have

∇φλi
(ϕt(xγ)) = Ψ(t)∇φλi

(xγ) eλit (20)
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with the fundamental matrixΨ(t) satisfyingdΨ/dt = −JT (ϕt(xγ)) Ψ andΨ(0) = I. Since the

Jacobian matrixJ of F is C1, Ψ(t) is alsoC1 and it follows from (20) that∇φλi
is differentiable

alongΓ. This concludes the proof.

As in the case of a fixed point, the result is the global equivalent of the well-known local

stability result. While local stability depends on the eigenvalues of the monodromy matrix

(Floquet exponents), global stability depends onC1 Koopman eigenfunctions (associated with

the same eigenvalues).In addition, the sufficiency part can be made stronger, with no assumption

on the Floquet eigenvalues and eigenvectors. We have the following Corollary.

Corollary 3. Let X ⊂ RN be a connected, forward invariant, compact set and considerthat

(2) admits a limit cycleΓ ⊂ X. If there existN − 1 Koopman eigenfunctionsφλ ∈ C1(X),

with ℜ{λ} < 0 and such that, for somexγ ∈ Γ, theN − 1 vectors∇φλ(x
γ) 6= 0 are linearly

independent, thenΓ is globally asymptotically stable inX.

Proof: The result follows directly from Corollary 1 and from the proof of Proposition 3.

We remark that Proposition 3and Corollary 3cannot be applied ifX contains an unstable

fixed point. The Koopman eigenfunctions are notC1 at the unstable fixed point and the attractor

is obviously not globally stable onX. Instead, Proposition 3and Corollary 3must be considered

with a setX that does not contain a small disk centered at the unstable fixed point. The remark

is also valid for Proposition 2and Corollary 2 (see also Example 3 in [13]).

IV. NUMERICAL METHODS

The results of Section III-B show the close relationship between particular Koopman eigen-

functions and global stability. In this section, we proposenumerical techniques to compute these

particular eigenfunctions, providing systematic ways to estimate the basin of attraction of the

attractor or to establish global stability on a given subsetof the state space. While existing

methods for computing Koopman eigenfunctions rely on the evaluation of Laplace averages

along the trajectories of the system (see e.g. [14], [16]), the numerical schemes proposed here

do not require the integration of trajectories. In accordance with the results of [17], they rely

on the expansion on a basis of polynomials. We use two different bases—Taylor and Bernstein

polynomials—and consider separately the case of a stable fixed point and a stable limit cycle.
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A. Taylor expansion-based method for the fixed point

In this section,we assume that the vector fieldF is analytic and that the eigenvaluesλi of

the Jacobian matrix at the fixed pointx∗ are nonresonant(i.e. there do not exist integersck ≥ 0

such that
∑

k ck ≥ 2 and λi =
∑

k ckλk). In this case, the Koopman eigenfunction admits a

Taylor decomposition (at least in some neighborhood ofx∗)

φλ(x) =
∑

(k1,...,kN )∈NN

φ
(k1,...,kN )
λ (x1 − x∗1)

k1 · · · (xN − x∗N)
kN (21)

with

φ
(k1,...,kN )
λ =

1

k1! · · · kN !
∂k1+···+kNφλ

∂xk11 · · ·∂xkNN

∣
∣
∣
∣
x∗

and withx = (x1, . . . , xN ). Similarly, the vector fieldF (x) = (F1(x), . . . , FN(x)) can be written

as

Fl(x) =
∑

(k1,...,kN )∈NN

F
(k1,...,kN )
l (x1 − x∗1)

k1 · · · (xN − x∗N )
kN (22)

with

F
(k1,...,kN )
l =

1

k1! · · · kN !
∂k1+···+kNFl

∂xk11 · · ·∂xkNN

∣
∣
∣
∣
x∗

l = 1, . . . , n .

This decomposition in a basis of monomials can be regarded asthe equivalent of the description

of a measure through its moments in the dual Perron-Frobenius framework [11].

The monomials(x1 − x∗1)
k1 · · · (xN − x∗N)

kN can be represented as the components of the

(infinite-dimensional) vectorX(x) and we rewrite (21) as the product

φλ(x) = ΦT X(x) (23)

whereΦ is the vector containing the valuesφ(k1,...,kN )
λ .

Using basic properties of monomials, we can rewrite the eigenvalue equation (7) as
(

N∑

l=1

M̄ l D̄l Φ

)T

X(x) = λΦT X(x)

or equivalently
N∑

l=1

M̄ l D̄l Φ = λΦ (24)

with
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• the multiplication matrices

M̄ l =
∞∑

k1=0

· · ·
∞∑

kN=0

F
(k1,...,kN )
l Mk1 ⊗ · · · ⊗MkN

whereMkl are (infinite-dimensional) matrices with entriesMkl
ij = 1 if j = i − kl and

Mkl
ij = 0 otherwise;

• the differentiation matrices

D̄l =

l−1 times
︷ ︸︸ ︷

I ⊗ · · · ⊗ I ⊗D ⊗
N−l times
︷ ︸︸ ︷

I ⊗ · · · ⊗ I ,

whereI is the (infinite-dimensional) identity matrix andD is a (infinite-dimensional) matrix

with entriesDij = 1 if i = j − 1 andDij = 0 otherwise.

In order to solve the infinite-dimensional equation (24), wecan consider a vectorΦ(s) whose

components are the coefficientsφ(k1,...,kN )
λ related to thesth order in the Taylor expansion, i.e.

∑N
i=1 ki = s. For eachs ∈ N, (24) yields the(s+N − 1)!/((N − 1)!s!)-dimensional equation

H(s)Φ(s) = λΦ(s) + V (s) (25)

where the coefficientsφ(k1,...,kN )
λ appearing in the expression ofV (s)

i are related to an order

smaller thans. Since the vectorV (s) only depends on vectorsΦ(s′) with s′ < s, (25) can be

solved recursively for increasing valuess, a method which resembles a Carleman embedding

method [2]. Fors = 0, we haveH(0) = V (0) = 0 sinceF (0,...,0)
l = 0 (i.e. Fl(x

∗) = 0). This

yields the trivial solutionφ(0,...,0)
λ = 0 (i.e. φλ(x

∗) = 0) . For s = 1, we haveΦ(1) = ∇φλ(x
∗),

H(1) = JT andV (1) = 0, so that (25) is equivalent to (13). In order to satisfy the assumption of

Proposition 2, the gradient∇φλ(x
∗) must be nonzero, and is therefore a left eigenvectorwi of

J . The Koopman eigenvalueλ is the corresponding eigenvalueλi of the Jacobian matrix. This

is in agreement with the results of Section III-B1.

Estimation of the basin of attraction:According to the result of Proposition 2, we can

investigate the global stability of a fixed point by computing the Koopman eigenfunctions with

the above numerical method. In addition, the method can be used to estimate the basin of

attraction of the equilibrium. This is performed as follows: (i) build a candidate Lyapunov

function of the form (14), (ii) consider the region where this function is decreasing along the

trajectories, and (iii) the largest closed level set of the Lyapunov function which is included in

that region provides an inner approximation of the basin of attraction. This procedure can also
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be used to verify the results obtained with Taylor polynomials of small degree and to yield an

approximate (conservative) region of stability.

Example 1. The dynamics

ẋ1 = −x2

ẋ2 = x1 − x2 + x21x2

of the well-known Van der Pol oscillator, here in backward-time, admit an unstable limit cycle

which corresponds to the boundary of the basin of attractionof the stable origin. As shown in

Figure 1(a), the method provides an accurate estimation of the basin of attraction.

Example 2. The dynamics

ẋ1 = x2 (26)

ẋ2 = −2x1 +
1

3
x31 − x2 (27)

is characterized by a locally stable fixed point at the originand two unstable saddle points

at (±
√
6, 0). Figure 1(b) shows that the numerical method provides a goodestimation of the

basin of attraction (delimited by the stable manifold of thesaddle points). However, the largest

approximation is obtained with a14th-order Taylor expansion and the method cannot capture the

complete geometry of the basin. As explained below, this is due to the fact that the eigenfunctions

admit a singularity at the saddle points and are analytic only on a subset of the basin of attraction.

Example 3 (Non-analytic eigenfunctions). For the dynamics

ẋ1 = −3/4x1 − 1/8x2 + 1/4x1x2 − 1/4x22 − 1/2x31 ,

ẋ2 = −1/8x1 − x2 ,

the origin is globally stable inX = [−2, 2] × [−2, 2]. However, the Taylor expansion of the

eigenfunctions diverges inX, so that the method cannot prove global stability in this region.

This is explained by the fact that the eigenfunctions are notanalytic onX. Poincaré linearization

theorem implies that the Koopman eigenfunctions are analytic on the largest complex ball

centered at the stable fixed pointx∗ that does not contain a zeroz∗ 6= x∗ of F (z) (see e.g.

[5]). Here, the vector field admits two complex zerosz∗ ≈ −0.035± 1.211i (acting as fictitious
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Figure 1. The Taylor expansion-based method can be used to estimate the basin of attraction (black curve) of the stable

fixed point (black dot). (a) Better approximations are obtained as the degree of the Taylor polynomials is increased. (b)The

best result is obtained with a14th-order Taylor expansion. (In the two examples,λ1 is complex and the Lyapunov function is

V = |φλ1
| = |φλ2

|.)

fixed points for the vector field inC), so that the disk of analyticity of the eigenfunctions has a

radius‖z∗‖ ≈ 1.212.
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Figure 2. In Example 3, the eigenfunctions are not analytic in the whole basin of attraction and the Taylor expansion-based

method cannot compute them in the entire setX = [−2, 2]× [−2, 2]. Left. Level sets of the eigenfunctionφλ∗

1
(λ1 ≈ −0.698).

Right. Level sets of the eigenfunctionφλ∗

2
(λ2 ≈ −1.052). (The eigenfunctions are computed with a Taylor expansionto the

75th order.)
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B. Bernstein polynomial-based method for the fixed point

Since the eigenfunctions are always continuous (but maybe not analytic) on the region of

attraction, we can approximate them with polynomials, according to Weierstrass theorem. Also,

the bad convergence results obtained with Taylor polynomials when the eigenfunctions are not

analytic (see Example 3) can be drastically improved by considering Bernstein polynomials [3].

For x ∈ [0, 1]N , the eigenfunctions can be expanded in the basis of (multivariate) Bernstein

polynomials of degrees (in each variable)

Bs
k1,...,kN

(x) =

N∏

i=1

(
s

ki

)

xkii (1− xi)
s−ki , 0 ≤ ki ≤ s ∀i

and we have the approximation

φλ(x) ≈ Φ(s)T Bs(x) (28)

whereBs(x) is the (s + 1)N -dimensional vector containing all the Bernstein polynomialsΦ(s)

of degrees (in each variable) andΦ(s)is the vector containing the coefficents of the expansion

of φλ(x) in the basis of Bernstein polynomials.

It is important to note that an affine change of variables might be used to ensure thatx∗ ∈
[0, 1]N and that the set[0, 1]N covers the whole region of interest. This change of variables

modifies the dynamics to be considered in the eigenvalue equation (7), but does not modify the

eigenvalues of the Koopman operator. For instance, the change of variablex′ = x/α yields the

dynamicsẋ′ = F (αx′)/α.

Using basic operations on Bernstein polynomials (see Appendix B), we can rewrite the

eigenvalue equation (7) as
(

N∑

l=1

M̄ l D̄s,l Φ(s)

)T

Bs+s′(x) ≈ λ
(

T̄ s,s′ Φ(s)
)T

Bs+s′(x) (29)

where

• the differentiation matrices̄Ds,l are given by (42);

• the multiplication matricesM̄ l are given by (43) (whereq(k1,...,kn) are the coefficients of the

expansion ofFl(x) in the basis of Bernstein polynomialsBs′

k1,...,kN
(x));

• the matrix for degree raisinḡT s,s′ are given by (45).

For the computation of the eigenfunctionφλi
, we need to impose the additional properties (i)

φλi
(x∗) = 0 sinceφλi

∈ FAc
and (ii)∇φλi

(x∗) = wi, wherewi is the left eigenvector (associated
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with the eigenvalueλi) of the Jacobian matrixJ at the fixed point (see (13)). We have

(Bs(x∗))T Φ(s) ≈ 0 (30)

(∇Bs(x∗))T Φ(s) ≈ wi (31)

with the (s+ 1)N ×N matrix ∇B = [∂B/∂x1 · · ·∂B/∂xN ]. It follows from (29) (satisfied for

all x ∈ [0, 1]N ), (30) and (31) thatΦ(s) is solution of








∑N
l=1 M̄

l D̄s,l − λi T̄
s,s′

(Bs(x∗))T

(∇Bs(x∗))T







Φ(s) =










0
...

0

wi










.

This system of equations is overdetermined (since the eigenfunction is approximated with a

finite number of Bernstein polynomials). Its least squares solution (obtained with the Moore-

Penrose pseudoinverse) provides the coefficientsΦ(s), and an approximation of the eigenfunction

is obtained with (28). If the system is globally stable, there exists aC1 eigenfunction inX and

the least squares error tends to zero ass→ ∞.

The Koopman eigenfunctions computed with the Bernstein polynomial-based method satisfy

the conditions of Proposition 2. The existence of a (accurate) solution to the numerical method

proves global stability of the system inX. As a confirmation of the numerical result, one can

compute a Lyapunov function (14) with the polynomial approximations of the eigenfunctions

and verify that it is decreasing along the trajectories. Thefollowing example shows that the

method works with non-analytic eigenfunctions.

Example 4. Consider again the system given in Example 3. In contrast to the Taylor-expansion

based method, the Bernstein polynomial-based method can compute the non-analytic eigenfunc-

tions in the entire setX = [−2, 2] × [−2, 2] (Figure 3), thereby proving global stability inX.

The computation of a good candidate Lyapunov function of theform (14) (not shown) confirms

the result.

Discussion on the two methods:The main advantage of the Bernstein polynomial-based

method is that it is characterized by good convergence properties even when the eigenfunctions

are not analytic (but continuous) inX. This contrasts with the Taylor expansion-based method,

which may fail with systems that are globally stable inX (see Example 3). However, if the
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Figure 3. Same eigenfunctions as in Figure 2 (Example 3), butcomputed with the Bernstein polynomial-based method. The

existence of smooth eigenfunctions inX = [−2, 2]× [−2, 2] implies global stability of the fixed point (black dot) onX. Left.

Level sets of the eigenfunctionφλ∗

1
. Right.Level sets of the eigenfunctionφλ∗

2
. (The eigenfunctions are computed with Bernstein

polynomials of degrees = 75 in each variable.)

considered setX contains an unstable fixed point or the boundary of the basin of attraction,

the Bernstein polynomial-based method produces inaccurate results (independently of the degree

of the polynomials)and cannot even provide an estimation of the basin of attraction. In other

words, the method yields only a dichotomous output: globally stable in the entire setX or not.

The results obtained with the Taylor expansion-based method are accurate in a neighborhood

of the equilibrium, so that global stability can always be proven in some region close to the

equilibrium (i.e. inside a closed level set of a candidate Lyapunov function of the form (14)). The

method is therefore useful to obtain successive approximations of the region of stability: Taylor

polynomials of higher degree are gradually added to the truncated basis and the computation

of higher order Taylor coefficients relies on the results obtained for lower orders in previous

computations.In contrast, for the Bernstein polynomial-based method, inaccurate results cannot

be used even in the neighborhood of the equilibrium. The degree of the polynomials must be

increased and a different basis of Bernstein polynomials must be considered.

The two methods require only a short analytic pre-processing (i.e. expansion of the vector field

in the chosen polynomial basis) and compute the Koopman eigenfunctions of planar systems in

a few minutes.
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C. Bernstein polynomial-based method for the limit cycle

When the attractor is a limit cycle, the eigenfunctions can be computed on a polynomial basis

in the direction transverse to the attractor and on a Fourierbasis in the direction tangential

to the attractor. (Recall that, according to [17], an appropriate space of functions is the space

of polynomials with coefficients corresponding to periodicfunctions on the attractor.) Since the

presence of an unstable fixed point implies that the eigenfunctions are analytic only in a (usually

close) neighborhood of the limit cycle, it is necessary to use Bernstein polynomials rather than

monomials.

We assume that the dynamics are two-dimensional (N = 2) and that the origin is contained

inside the limit cycle (possibly after a translation of the dynamics). We consider polar-type

coordinates(θ, y) such thatx = xγ(θ) + (y + ∆)er(θ), wherexγ(θ) is a point of the limit

cycle,er(θ) is a (not necessarily unit) radial vector aligned withxγ(θ), and∆ is a constant. We

suppose here that the limit cycle—i.e. the set{(θ, y)|θ = [0, 2π), y = −∆}—can be parametrized

by the variableθ. In the new coordinates, we have the dynamicsθ̇ = Fθ(θ, y), ẏ = Fy(θ, y) (see

(46)-(47) in Appendix C) and the eigenvalue equation (7) is given by

Fy
∂φλ

∂y
+ Fθ

∂φλ

∂θ
= λφλ . (32)

In the annular regiony ∈ [0, 1], we can expand the eigenfunctions in a Bernstein polynomials

basis of degrees (y coordinate) and in a Fourier basis (θ coordinate). Considering a truncated

Fourier expansion|n| ≤ n̄, the functions of the Fourier-Bernstein basis are the components of

the (2n̄+ 1)(s+ 1)-dimensional vector

Bn̄,s(θ, y) =










e−in̄θ

ei(−n̄+1)θ

...

ein̄θ










⊗








bs1(y)
...

bs+1
s (y)








(33)

with bsk+1(y) =
(
s
k

)
yk (1− y)s−k and we have the expansion

φλ(x) ≈ Φ(n̄,s)T Bn̄,s(θ, y) . (34)

Using basic operations on Fourier series and Bernstein polynomials (see Appendix A), we can

rewrite (32) as

((
M̄yD̄y + M̄θD̄θ

)
Φ(n̄,s)

)T
Bn̄,s(θ, y) ≈ λ

(
T̄Φ(n̄,s)

)T
Bn̄,s(θ, y) (35)
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with

• the multiplication matrices

M̄ l =

n̄∑

n=−n̄

s′∑

k=0

F
(n,k)
l Mn,θ ⊗Mk,y

whereMn,θ are the(2n̄ + 1)× (2n̄ + 1) matrices with entriesMn,θ
ij = 1 if j = i− n and

Mn,θ
ij = 0 otherwise,Mk,y are the(s+s′+1)×(s+1) matrices given by (44) (withkl = k),

andF (n,k)
l are the coefficients ofFl(x) in the Fourier-Bernstein basiseinθbs

′

k+1, n ∈ [−n̄, n],
k ∈ [0, s′];

• the differentiation matrices

D̄y = I2n̄+1 ⊗Ds

D̄θ = diag(−in̄, i(−n̄+ 1), . . . , in̄)⊗ Is+1

where D̄s is the (s + 1) × (s + 1) matrix given by (38) and withI2n̄+1 and Is+1 the

(2n̄+ 1)× (2n̄+ 1) and (s+ 1)× (s+ 1) identity matrices;

• the matrix for degree raising

T̄ = I2n̄+1 ⊗ T s,s′

whereT s,s′ is the (s+ s′ + 1)× (s+ 1) matrix given by (40).

For the computation of the eigenfunctionφλ whereλ is the nonzero Floquet exponent of the

limit cycle, we need to impose the value ofφλ and∂φλ/∂y on the limit cycle, i.e. fory = −∆.

Let c1 and c2 denote the(2n̄ + 1)-dimensional vectors such thatφλ(θ,−∆) ≈ [e−in̄θ · · · ein̄θ]c1
and ∂φλ

∂y
(θ,−∆) ≈ [e−in̄θ · · · ein̄θ]c2. Sinceφλ(θ,−∆) = 0 ∀θ, we havec1 = 0. Also, it can be

shown from (32) that

∂φλ

∂y
(θ,−∆) = exp

(∫ θ

0

(

λ− ∂Fy

∂y
(σ,−∆)

)/

Fθ(σ,−∆) dσ

)

,

which allows us to obtain the Fourier coefficientsc2. (Note that∂Fy/∂y can be computed from

(46)-(47).) We have

Φ(n̄,s)T I2n̄+1 ⊗ bs(−∆) ≈ 0 (36)

Φ(n̄,s)T I2n̄+1 ⊗ dbs

dy
(−∆) ≈ cT2 (37)
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and it follows from (35), (36) and (37) thatΦ(n̄,s) is solution of the equation








M̄yD̄s,y + M̄θD̄s,θ − λT̄ s,s′

I2n̄+1 ⊗ (bs(−∆))T

I2n̄+1 ⊗
(

dbs

dy
(−∆)

)T







Φ(n̄,s) =










0
...

0

c2










.

The coefficientsΦ(s) can be computed by least squares estimation and an approximation of the

eigenfunction is obtained with (34).

Remark 8 (Symmetry). The eigenfunctions are characterized by the same symmetry properties

as the dynamics, in which case the coefficientsφ
(mn,k)
λ , with some positive integerm, are the only

nonzero coefficients for alln, k. This can be exploited to increase the computational efficiency

of the numerical scheme.

The Koopman eigenfunction computed through the numerical method satisfies the conditions

of Proposition 3. The existence of a (accurate) solution to the numerical method proves the

global stability of the limit cycle inX. This is illustrated in the following examples.Depending

on the size of the basis, the method takes from one minute (Example 5) to about one hour

(Example 6).

Example 5. The dynamics in polar coordinates

θ̇ = 1

ṙ = (2 + cos 6θ − cos 10θ) r(1− r2)

admit a limit cycle atr = 1. The Koopman eigenfunction associated with the nonzero Lyapunov

exponent (λ = −4) is computed on the annular region(θ, r) ∈ [0, 2π) × [1, 3] (Figure 4(a)).

According to Proposition 3, the limit cycle is stable on thatregion, a property which is verified

by the fact thatṙ ≤ 0 for all r ≥ 1.

Example 6. We consider the Van der Pol system

ẋ1 = x2

ẋ2 = −x1 + x2 − x21x2
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(i.e. dynamics (26)-(27) in reverse time) which admits a stable limit cycle. Since a Koopman

eigenfunction satisfying the assumptions of Proposition 3can be computed on an annular region

around the limit cycle (Figure 4(b)), the limit cycle is globally stable on that region.
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x2
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(a) Example 5
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(b) Example 6

Figure 4. An eigenfunction satisfying the assumptions of Proposition 3 is computed in an annular region around the limitcycle

(black curve) and implies global stability of the limit cycle in that region. (a) The eigenfunction is computed with Bernstein

polynomials of degrees = 20 and Fourier series truncated atn̄ = 40. Other parameters:∆ = 0, ‖er‖ = 2. The figure shows

the level sets oflog |φλ|. (b) The eigenfunction is computed with Bernstein polynomials of degrees = 30 and Fourier series

truncated at̄n = 200. Other parameters:∆ = 0, ‖er‖ = 4. In the two examples,φ(2n+1,k)
λ = 0 for all n, k due to symmetry

properties, so that only even-numbered harmonics are considered (see Remark 8).

V. CONCLUSION

Using an operator-theoretic framework, we have obtained global stability results for nonlinear

systems. These results can be interpreted as the global equivalent to classic results for local

stability. In particular, necessary and sufficient conditions have been derived, which rely on the

existence of continuously differentiable eigenfunctionsof the Koopman operator. The theoretical

results are complemented with several numerical methods which are based on the decomposition

onto a particular polynomial basis. A first method using monomials (i.e. Taylor expansion)

enables us to approximate the region of stability of a fixed point. A second method using

Bernstein polynomials is well-suited to the case of non-analytic eigenfunctions and enables us

to prove (or disprove) the global stability of a fixed point ora limit cycle in a given region of

interest.
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The results presented in this paper might pave the way for an alternative approach to global

stability analysis. But since the eigenfunctions capture more properties than mere stability (e.g.

rate of convergence, etc.), the Koopman operator-theoretic framework is also a general method

for studying the global behavior of dissipative nonlinear systems.

We envision several future research directions with some challenges to be overcome. Other

numerical methods computationally cheaper than the methods proposed in this paper could be

proposed (in particular for the limit cycle). Considering SOS techniques [18] and the dual method

of moments [11] might be a promising approach toward this aim(see also [8] in the context of

region of attraction estimation). In addition, due to the curse of dimensionality, the numerical

methods based on polynomial approximations are typically limited to low-dimensional systems.

For higher dimensions, the Koopman eigenfunctions can be obtained through averages methods

as long as the computation of trajectories is permitted [14], [15]. Otherwise, novel methods could

be developed, for instance inspired from compressed sensing (combining polynomial expansions

in low-dimensional subspaces with averages methods using partial knowledge of the trajectories),

sampling (e.g. extended dynamic mode decomposition [24]),or machine learning (e.g. kernel-

based method [25]). Since the operator-theoretic approachis general, it could also be further

exploited to derive theoretical stability results and associated numerical methods for quasiperiodic

tori and chaotic attractors. In the same context, one could consider the case of non hyperbolic

attractors in detail and establish connections to center manifold theory. Appropriate numerical

methods should also be developed in this case. We also believe that the theoretical stability

results could be directly extended to discrete-time maps, but the associated numerical methods

might be different since they should rely on an (algebraic) eigenvalue equation.Finally, using

the operator-theoretic framework in the context of input-output systems is still an open problem.

APPENDIX

A. Operations on one-dimensional Bernstein polynomials (see also [3])

Suppose thatx ∈ R and denote bybs(x) the (s+1)-dimensional vector of Bernstein polyno-

mials of degrees

bsj+1(x) =

(
s

j

)

xj (1− x)s−j j = 0, . . . , s .
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Assume that the polynomialp(x) can be expressed as the productp(x) = P T bs(x), whereP

is a (s + 1)-dimensional vector. For the polynomialq(x), we have similarlyq(x) = QT bs
′

(x),

whereQ is a (s′ + 1)-dimensional vector.

Differentiation: The differentiation ofp satisfies

dp

dx
= (Ds P )T bs(x) ,

whereDs is a (s+ 1)× (s+ 1) matrix with the entries

Ds
ij =







s− i+ 1 if i = j − 1

−s + 2(i− 1) if i = j

−i+ 1 if i = j + 1

0 otherwise

. (38)

Multiplication: The multiplication ofp by q satisfies

q(x) p(x) = (M P )T bs+s′(x)

whereM is a (s+ s′ + 1)× (s+ 1) matrix with the entries

Mij =







Qi−j+1

(
s

j−1

)(
s′

i−j

)
/
(
s+s′

i−1

)
if j ∈ [max(1, i− s′),min(s+ 1, i)]

0 otherwise
. (39)

Degree raising:Consider an integerr > 0. We have

p(x) = (T s,r P )T bs+r(x)

whereT s,r is a (s+ r + 1)× (s+ 1) matrix with the entries

T s,r
ij =







(
s

j−1

)(
r

i−j

)
/
(
s+r
i−1

)
if i ∈ [j, j + r]

0 otherwise
. (40)

B. Operations on multivariate Bernstein polynomials

Suppose thatx ∈ RN and denote byBs(x) the vector of Bernstein polynomials (of degree

s in each variablexi, i = 1, . . . , N), i.e. Bs(x) = bs(x1) ⊗ · · · ⊗ bs(xN). Assume that the

multivariate polynomialp(x) can be expressed as the productp(x) = P T Bs(x), whereP is a

vector. Similarly, we have

q(x) = QT Bs′(x) . (41)
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Differentiation: The partial derivatives ofp are given by

∂p

∂xl
=
(
D̄s,l P

)T
Bs(x) , (42)

with

D̄s,l =

l−1 times
︷ ︸︸ ︷

Is+1 ⊗ · · · ⊗ Is+1⊗Ds ⊗
N−l times

︷ ︸︸ ︷

Is+1 ⊗ · · · ⊗ Is+1 ,

whereIs+1 is the (s+ 1)× (s+ 1) identity matrix andDs is given by (38).

Multiplication: The multiplication ofp by q satisfies

q(x) p(x) =
(
M̄ P

)T
Bs+s′(x)

with

M̄ =

s′∑

k1=0

· · ·
s′∑

kn=0

q(k1,...,kn)Mk1 ⊗ · · · ⊗Mkn (43)

where q(k1,...,kn) is the component ofQ which multiplies bs
′

k1+1(x1) . . . b
s′

kn+1(xn) in (41) and

whereMkl is a (s+ s′ + 1)× (s+ 1) matrix with entries

Mkl
ij =







(
s

j−1

)(
s′

kl

)
/
(
s+s′

i−1

)
if j = i− kl

0 otherwise
. (44)

This corresponds to the multiplication matrix (39) withQi = 1 for i = kl + 1 andQi = 0

otherwise (i.e. multiplication by the Bernstein polynomial q(x) = bskl+1(x)).

Degree raising:Consider the integerr > 0. We have

p(x) =
(
T̄ s,r P

)T
Bs+r,...,s+r(x)

with

T̄ s,r =

n times
︷ ︸︸ ︷

T s,r ⊗ · · · ⊗ T s,r , (45)

whereT s,r is given by (40).
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C. Dynamics in polar-type coordinates

Considering the relationshipx = xγ(θ) + (y +∆)er(θ), we have

F (x) = ẋ =
dxγ

dθ
θ̇ + er ẏ + (y +∆) eθ θ̇ ,

whereeθ = der/dθ. Sinceer · eθ = 0 and‖eθ‖ = ‖er‖, it follows that

F (x) · eθ =

(
dxγ

dθ
· eθ
)

θ̇ + (y +∆) ‖er‖2 θ̇ .

F (x) · er =

(
dxγ

dθ
· er
)

θ̇ + ‖er‖2 ẏ .

Equivalently, we have

θ̇ =
F (x) · (eθ/‖er‖)

‖xγ(θ)‖+ (y +∆) ‖er‖
, Fθ(θ, y) (46)

where we useddx
γ

dθ
= d(‖xγ‖er/‖er‖)

dθ
= d‖xγ‖

dθ
er/‖er‖+ ‖xγ‖ eθ/‖er‖, and we have

ẏ =

(

F (x)− Fθ(θ, y)
dxγ

dθ

)

·
(
er/‖er‖2

)
, Fy(θ, y) . (47)
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