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ABSTRACT

Since late 1990’s, micron-resolution particle image velocimetry (µPIV) has been widely developed to measure fluid flow
velocities field in microchannels [1]. While 2D µPIV method has been extensively investigated, accurate 3D µPIV still
remains challenging to implement since it usually requires specialized and expensive equipments (e.g. confocal, stereo
imaging or holography microscopes) [2].

In the present work, the out-of-plane velocity component w is reconstructed from in-plane components (u,v), using
fluid incompressibility. We use Proper Orthogonal Decomposition (POD) to decompose u and v into its dominant n
eigenfunctions ∑

n
k=1 ak(z)φk(x,y) thereby filtering noise and simplifying the signal. In addition, those eigenfunctions are

well suited to solve incompressibility equation since they enable independent differentiation and integration.

Our method is applied to an AC electrothermal fluid flow, which was previously studied experimentally and numerically[3].

1. Introduction

Micron resolution particle image velocimetry (µPIV) methods are being developed to visualize and quantify fluid flow
velocities with a spatial resolution ranging from 0.1 to 100 µm. Two or more images are taken at a given time interval. The
position of particles seeded in the liquid is then correlated thereby giving the displacement during that time interval and
hence the flow velocity in a specific region of interest. The first successful µPIV experiment was conducted by Santiago
et al. in 1998 [1], by adapting light sheet based macroscale PIV to measurement of microflows under microscope.

The technique is motivated by the advancements of microfluidics, which has been a growing field of physical science
as well as an engineering technique for the past 20 years. Today, microfluidic devices are emerging on the market as
new tools for many bio-engineering applications, such as bio-analytical assay, and pharmaceutical applications. The new
phenomena inherent to microscale fluid flows and the precision needed for chemical and biological applications require
robust measurement methods. For this reason µPIV has been widely used to study micro-flows [4, 2]. For instance, 2D
µPIV has helped characterize electrokinetic phenomena [5, 6, 3], mixing [7], multiphase flows [8, 9], in vivo flows [10, 11]
but also to analyse shearing flows applied on cells [12] or even to measure cell adhesion [13].

Yet, in many of these examples, fluid flows or forces on particles are three dimensional. For this reason, 3D µPIV is being
developed to provide a full picture of the motion in microfluidics. In the wake of several 3D PIV techniques developed
at macroscale, 3D µPIV techniques have been investigated. Digital Holography 3D µPIV [14, 15, 16] is based on the
interference of one laser beam scattered from the object with its reference. The interference of the two beams on the
recording plan gives 3D information on the object position, which is inaccessible to an object focused image. The main
disadvantage of this technique is the particle density needs to remain low. Stereo Imaging [17] is an interesting alternative
by using two cameras to obtain the out of plane information. However, accurate 3D imaging remains hard to obtain
because of the conflict between spatial resolution and out of plane accuracy [2]. Such an experimental complexity can
be reduced by using a defocusing technique. This technique uses a three pinhole aperture mounted on a single lens. The
particle image through the three pinholes varies according to their position away from the focal plane [18], allowing a
5µm in plane and 1µm out of plane spatial resolution. To further decrease depth of field issues, which tends to limit out of
plane resolution, confocal imaging based 3D µPIV was investigated in 2004 by Park et al. [19]. Since confocal imaging
can record a single point at a time, this technique is not suitable for high velocity flows.

The 3D µPIV techniques presented above require special and expensive equipments and are not necessary easily implemented.
The possibility of estimating the out of plane component of the velocity field using a standard epifluorescent microscope,
was explored by Pommer et al. in 2007 [20] where the use of the incompressibility property of the fluid is proposed. Let



u = (u,v,w)T be the local velocity vector with u, v and w, its components in the x, y and z direction, respectively. For
steady or periodic fluid flows, the in-plane velocity, (u,v), is first measured on multiple 2D (x,y) planes by scanning a
µPIV objective lens in the out-of-plane direction z. The out-of-plane component of velocity, w, can then be estimated
by integrating the continuity equation for incompressible flow ∇~u = ∂u/∂x+ ∂v/∂y+ ∂w/∂z = 0, with respect to the z
coordinate.

This technique is suitable for high particle density and high velocity flows. However, the derivation of measurement noise
and uncertainties can easily dominate the calculated signal introducing large estimation errors. Moreover, the precision
of the approximation of the integration is also highly dependent on the height at which velocity is computed [20].

To solve the issue of noise derivation and integration, we propose the use of Proper Orthogonal Decomposition (POD)
[21]. POD has been used for image processing [22], signal analysis [23], and in fluid dynamics [24] ranging from
oceanography [25] down to microfluidics [26]. The reason for such a broad application field is that this linear method
permits to obtain low-dimensional approximate descriptions of a high-dimensional process and also reduce noise of data
signals, by extracting the main eigenfunctions out of the signals. Using POD, a signal can be described by a finite
sum in a variable separated form. The variable separation achieved by POD permits to solve the incompressibility
equation by independent differentiation and integration of signal after POD. Using this property, POD has previously
been used for macro PIV technique [27] but not yet for µPIV. The technique presented in this paper also proposes the
use of a Savitzky Golay (SG) filter to analytically perform the necessary integration and differentiation. In 1964 Savitzky
and Golay [28] provided a simplified method for calculating smoothing and differentiation of data by a least-squares
polynomial fit technique. However in this approach, the traditional lengthy least-squares calculation is replaced by a
simple, but equivalent, convolution. Since then, various modified (SG) filters have been proposed to improve smoothing
and differentiation performance.

This paper describes how to use POD and a Savitzky Golay filter to extract the out of plane velocity component from
planar components measured by µPIV at different heights with a classic epi-fluorescent microscope. This technique is
applied to the full characterization of electrothermal vortices, which cannot be fully pictured with traditional 2D PIV
techniques [3].

2. MicroPIV 3D velocity field evaluation

This section describes the Proper Orthogonal Decomposition (POD) and Savitzky-Golay filter based 3D velocity field
evaluation by µPIV measurements of in plane velocities (u,v) on a collection of 2D (x,y) planes. Using this technique,
the third component of the velocity field, w is extracted out of the 2D velocity fields.

Assuming the flow is incompressible, we can write:

∇.u = 0 (1)

Then,
∂w
∂z

=−
(

∂u
∂x

+
∂v
∂y

)
(2)

and the exact solution for out of plane velocity component, w is:

w(x,y,z) =−
∫ (

∂u
∂x

+
∂y
∂y

)
dz+ c(x,y,z0). (3)

where c(x,y,z0) is calculated assuming the velocity w is a priori known on the z0 plane. This can be a wall boundary
condition, (w(x,y,z0) = 0), or a plane of symmetry, ( ∂u

∂x |z=z0 =
∂y
∂y |z=z0 = 0).

2.1 Proper Orthogonal Decomposition (POD)
The proper orthogonal decomposition (POD) is a powerful and elegant method for data analysis aimed at obtaining
low-dimensional approximate descriptions of a high-dimensional process. The POD provides a basis for the modal
decomposition of an ensemble of functions, such as data obtained in the course of experiments.

The continuous velocities u and v can be written as:

u(x,y,z) = ∑
n
k=1 au,k(z)φu,k(x,y),with

∫
x φu,iφu, j = δi j (4)

v(x,y,z) = ∑
n
k=1 av,k(z)φv,k(x,y),with

∫
x φv,iφv, j = δi j (5)

with the expectation that with n tending to infinity, the approximation becomes exact, except possibly on a set of measured
zero. From a mathematical point of view, φ(x,y) corresponds to the eigenfunction whereas a(z) corresponds to the
projection coefficient of the eigenfunction on to the function.



We use the Singular Value Decomposition POD method on the velocity components u and v, then equation 3 can be
rewritten as:

w(x,y,z) =−
nxny

∑
k=1

[
∂φuk(x,y)

∂x

∫ z

z0

auk(z)dz+
∂φvk(x,y)

∂y

∫ z

z0

avk(z)dz
]
+ c(x,y,z0). (6)

2.2 Savitzky-Golay Filter (SGF)
Experimentally, the coefficients au,k(zi), φu,k(x,y) j, av,k(zi) and φv,k(x,y) j are discrete measurement values that contain
noise, defined at every point of the experimental 3D grid. To perform the derivation and integration operations necessary to
estimate the out of plane velocity component, w, we propose to utilize the polynomial fit given by a SGF, then analytically
differentiate and integrate the polynomial.

Suppose f (x) is the noise-free signal to be estimated and fξ(x) the observed noisy signal due to an unknown noise ξ(x):

fξ(x) = f (x)+ξ(x) (7)

In experiments, the true signal f (x) is measured with some errors and noise at discretely spaced spatial points xi, i= 1, ·,nx
and the resulting signal is a representation of fξ(xi).

The SGF can be applied to non-uniformly sampled data and even or odd number of filter points. Here, for simplicity,
we will present only the case of uniformly sampled data xi with spatial step size ∆x, and a (2M + 1) point least squares
polynomial fit across the data.

Let sk = k with k = −M. · · · ,M, Lnp(sk) = [1,sk, · · · ,s
np
k ] ∈ Rnp+1, θ = [a0,a1, · · · ,anp ] ∈ R(np+1)×(2M+1), Fξ = [ fξ(xi +

−M∆x), · · · , fξ(xi +M∆x)] ∈R2M+1, and Ψ = [Lnp(s−M), · · · ,Lnp(sM)]T ∈R(2M+1)×(np+1). Based on those notations, the
SGF least square polynomial fit for grid point xi is derived by solving the following optimization problem:

min
θ

M

∑
k=−M

[ fξ(xi + k∆x)−θ
T Lnp(sk)]

2 = min
θ
|Fξ−Ψθ|22, (8)

where | · |2 denotes the L2 norm also called the Euclidean norm.

If ΨT Ψ ∈ R(np+1)×(np+1) is non-singular, then the optimal solution of 8 can be obtained explicitly as follows:

θ̃ = (ΨT
Ψ)−1

Ψ
T Fξ. (9)

Let
h(s) = (ΨT

Ψ)−1
Ψ

T Lnp(s), ∀s ∈ R, (10)

then the SGF approximation of fξ(x) centred at point xi, is given by

f̃ (xi + s∆x) = h̃(s)Fξ. (11)

Note that h̃(s) is completely defined by the choice of polynomial order np and filter width M and is independent of the
data and data spatial step size.

Then, the derivative of fξ(x),
∂ fξ(x)

∂x , SGF approximation centred at point xi, is derived as:

g̃(xi + s∆x) = ∆x
∂ f̃ξ(xi + s∆x)

∂s
=

1
∆x

∂h̃(s)
∂s

Fξ. (12)

Let’s define M0 such that x0 = xi−M0∆x. Similarly, the integral of fξ(x),
∫ x

x0
fξ(z)dz, SGF approximation centred at point

xi, is derived as:

l̃(xi) = ∆x
∫

f̃ξ(xi + s∆x)ds+C = ∆x
∫

h̃(s)dsFξ +C. (13)

2.3 Application of SGF and POD to the approximation of out of plane velocity component
The coefficients au,k(zi), φu,k(x,y) j, av,k(zi) and φv,k(x,y) j are obtained from a SVD POD using equation (6). Modes are
ordered by decreasing energy (decreasing singular values). The number of modes to be used nPODx , nPODy is then chosen.

The SGF matrix filter function h̃(s) is derived for the experimental 3D grid for direction x, y and z separately (h̃x(s) , h̃y(s)
, h̃z(s)) using (10), where spatial steps are taken from the experimental 3D grid (∆x, ∆y, ∆z), the number of filter points
M and polynomial order np are chosen. Note that M and np can be different for each direction.



From the coefficients au,k(zi), φu,k(x,y) j, av,k(zi) and φv,k(x,y) j a matrix corresponding to the Fξ matrix definition is
extracted. They will be referred in the following as matrix Auk(z), Φuk(x,y), Avk(z), Φvk(x,y)

Finally the approximation w̃ of the out of plane velocity component w can be estimated on the experimental 3D grid using
the formula :

w̃(x,y,z) = −δz
δx

nPODx

∑
k=1

[
∂h̃x(s,y)

∂s
Φuk(x,y)

∫
h̃z(s)dsAuk(z)

]
(14)

−δz
δy

nPODy

∑
k=1

[
∂h̃y(x,s)

∂s
Φvk(x,y)

∫
h̃z(s)dsAvk(z)

]
(15)

+c(x,y,z0). (16)

where c(x,y,z0) is calculated assuming the velocity w is a priori known on the z0 plane. This can be a wall boundary
condition, (w(x,y,z0) = 0), or a plane of symmetry, ( ∂u

∂x |z=z0 =
∂y
∂y |z=z0 = 0).

3. Material and Method

3.1 Experimental setup
The experiments are carried out on an AC electrothermal fluid flow setup previously studied through theory, models and
experiments, [3].

Particle images of 3D fluid flows were captured with a camera PIVCAM 13.8 (TSI Shoreview, MN, US) synchronized
with two pulsed lasers (MiniLase II-30 (New Wave research, Fremont, CA, US), both mounted on a straight microscope
Eclipse TE600 (Nikon, Melville, NY, US). Images of particles 1µm in diameter were taken on an (x,y) plane at different
heights z above the electrodes, their in-plane velocity is extracted using a custom µPIV software [29]. The algorithm
described above was then used to extract the out of plane velocity component. The images were taken using an infinity
corrected lenses (Nikon M = 20, NA = 0.50). To obtain a larger field of view and see the entire vortices, we use a relay
lens with magnification 0.5× thereby reducing the optical system magnification down to M = 10.

The AC electrothermal fluid flow experiments, Figure 1.1, are performed in a 6mm diameter and 315µm deep circular
PDMS chamber, bonded between a 1.1mm thick PCB board (FR4) and a 150µm thick glass cover slip with double sided
tape (444 3M, St Paul, MN, US). The micro-chamber is filled with PBS solution diluted 10 times down to a conductivity
of σ = 1.84mS.cm−1. The room temperature is set to Tr = 23◦C. An AC electric field is generated between three copper
electrodes plated with 25− 75nm of gold. The electrodes are separated by a 200µm gap, on which a 20µ thick black
soldermask was deposited to limit FR4 background fluorescence. A high frequency sinusoidal signal of 1MHz with peak
to peak voltage V = 17.5Vpp is applied to both side 500µm wide electrodes, the opposite phase signal is applied to the
central 200µm wide electrode. High frequency signal is chosen to limit electrolysis and AC electro-osmosis, which occur
at low frequency [30].

3.2 Numerical Model
A 2D finite element model is computed using COMSOL Multiphysics v4.3 software COMSOL Inc., Stockholm, Se). As
explained in our previous paper [3], this 2D model includes the PCB board the, PDMS room, the electrodes and the 10
times diluted PBS buffer. The electrical potential and the temperature distribution are computed in half of the symmetric
microfluidic room, solving sequentially electric fields, thermal conduction and Navier Stokes equations with an relative
error of 10−3. For a better accuracy with experimental data, the reference velocities (ur,wr) are computed using our
enhanced model which takes into account viscosity and electrical conductivity temperature dependence.
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Figure 1: 1. Sideview of the experimental device. Electrothermal vortices are generated with 3 electrodes (blue: ground,
red: phase 1/2Vpp cos(2π f t), with f = 1Mhz, and Vpp = 2V = 17.5Vpp ). 2. Experimental µPIV velocity field. 2.A.
Top view of the the in-plane velocity field (uex,vex) acquired experimentally. 2.B. Side view of the velocity field (uex,wex)
after averaging along the electrode (i.e. Y axis). 2.C. Side view of the right side of the vortices (uex,wex) 3. Comparison
between reference out-of-plane component (wr) (computed with COMSOL) and the out-of-plane velocity component we
estimated from from the in-plane velocity component u (computed with COMSOL), to which Brownian motion and µPIV
depth of correlation errors are added. 3.A. Side-view of the right side of the vortices. 3.B. Vertical and Horizontal velocity
profiles and quadratic nomalized error.



4. Results and Discussion

The out of plane velocity component is computed using the method described above (Fig. 1 2.B and 2.C) using in-plane
velocity fields acquired by µPIV. (Fig. 1 2.A). Given the high flow gradients near the electrodes, the spacing between each
vertical position is small (6µm), whereas the spacing can reach 40µm in the upper part of the chamber. The electrodes,
on which ground and phase are applied are displayed in blue and red, respectively. Because of the shape factor of the
electrodes, the ETH flow is mainly 2D in Oxz plane. There is a flow along the electrode (Oy), which can be explained
by the recirculation of vortices in the circular micro-chamber which has very small gradient ( dv

dy ≈ 0). Therefore the
recirculation doesn’t induce significant change on the vertical component. The flow can be thus averaged along the y axis
ny = 17 times, decreasing the uncertainty by a factor√ny as shown in Figure 1.2.B. A slight asymmetry is noticed which
is certainly due to the electrode geometry inaccuracy induced during the PCB fabrication process. Figure 1.2.C shows a
vertical slice of the right-hand side vortices without averaging.

Using a 2D COMSOL model previously developed [3], side views of ACET flows (u,w) are plotted in Figure 1.3.A. The
vortex configuration closely matches our 2D numerical model. The 2D COMSOL velocity field is consistent with the
experimental values, showing the reliability of our model. Vertical and horizontal profiles of the out-of-plane velocity and
the relative computational error are plotted in Figure 1.3.B & C. The relative errors shown in 1.3.B and C are computed as
the difference between the reference out-of-plane velocity components called wr (computed with 2D COMSOL model)
and the estimated out-of-plane velocity components we (computed from COMSOL in-plane velocity component, taking
into account a measured unbias random error εxy = 1.2% and an estimated depth of correlation error δz = 11.6µm). The
normalized error is estimated to be on average εz = 3.5%.

5. Conclusion

We have developed a 3D µ PIV method which is highly accurate using a standard epifluorescent microscope and demonstrated
its use on a 3-D AC electrothemal fluid flow. The technique is a natural extension of 2-D µPIV, and does not require
additional equipment. The error for in-plane velocity is approximately 1.2% while the out of plane error is approximately
3.5% full scale.
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